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Cloud & NFV — a foundation for the evolution to 5G

Integrated
nodes

One server >

Dedicated HW/SW

— Static capacity

Element management

Virtualized
deployment

Few lservers

— COTS Server HW

— Manual life-cycle
management

— VNF Management

>

Cloud
deployment

Many servers

>

— Software defined infrastructure

— Orchestrated applications and network services
— Automated life-cycle management

— Cloud optimized performance

Distributed Cloud
deployment

MTry servers

— Distributed cloud infrastructure
— Network slice orchestration

— Cloud native applications

— 5G core architecture
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Ericsson 5G Core is cloud-native and supports multiple
deployment models

Orchestration

. Automated networking - .
N kSl h
Automated VNF Lifecycle Mgt (Intra & Inter-DC) etwork Slicing Orchestration

Core

2G/3G/4G 5G introduction (NSA) 5G evolution (SA)

Cloud
Infra

v

l l l




Software Defined Infrastructure for efficient
introduction of 5GC

1

VNE 5GC 5GC 5GC 5GC 5GC 5GC
VNF VNF VNF VNF VNF VNF
K8s/Cont ECCD)
VIM (e.g. CEE) S CIAGE) K8s/Container (e.g. ECCD)
VIM (e g. CEE)

Management Management
vPOD B vPOD C

Ericsson Ericsson Dell HPE

» One common HW pool is used for applications in cloud, appliance, container or bare metal environments.

» Open: One integration point to management systems and managing all hardware
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Whatis a vPOD and what is
Ericsson Command Center?
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HDS
Command
Center

One common
hardware pool
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Automatically identify the hardware and add
it to the hardware pool

Automatically configure the vPOD to pre-
defined rules to achieve traffic isolation
Select a subset of compute and storage
hardware

Select VIM or OS image and boot

Use the common switching fabric to
automate common management operations,
like creating a vPOD, or to scale them




So, what are the vPODs good for?

Reduced risk and
increased efficiency

through separation of
different environments
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Minimize downtime
and improve time to
market with rolling
updates and upgrades

Secure management
and orchestration of all
instances on all sites —

a cloud built to scale

Fast setup and scaling
of infrastructure
- createa POD in
minutes, not months

P4
>

Efficient hardware
operations and

utilization across
different organizations



Reduced risk and increased efficiency
through separation of different environments

— Separate instances for large implementations
— e M) — Allowing individual parameters per vPOD

‘ Instance A , ‘ Pre prod. A , Instance B — Structure specific HW, e.g. high throughput SR-IOV
vPOD A vPODB VPOD G — Global OS configurations, e.g. over-commit of cores
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— Simplified shift from development into
existing production environment by detailed
replication of the environment

HDS Fabric

VNFs with high
demand for SR-I0V
and throughput,

Pre production OSSs applications
environment for with medium

VNFs with high throughput demand,
1:1 over -ommit.
High sensitivity to
updates / upgrades.

demands and high 1:19 over-commit.
sensitivity to Not sensitive to
updates / upgrades. updates / upgrades
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Rolling updates and upgrades to decrease
downtime and increase utilization

— Create a new vPOD using the

existing hardware buffer to set up
the new environment

CEE — Migrate the workloads and traffic

version y

version x version x el Sibic — Scale down the originating vPOD
Instance A Pre prod. A ‘ InsBidd@ B , ‘ New B , and re-purpose the hardware if not
‘ vPOD A , ‘ vPOD B vPOD C R needed anymore

HDS Fabric
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Secure management of all instances on all

sites — a cloud built to scale out

Ericsson System Verified NFVI

HDS Fabric

CEE vPODs Management vPOD
Gives full control of all hardware in the vPOD, and removed risk of conflicts in
handling of the hardware.

If one incident happens in one instance there is no contamination risk

Logical separation
and orchestration of
execution and
management
environments
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CEE CEE CEE
. . . VIM
version x version x version y version y+1

Instance A Pre prod. A OoldB New B Management
vPOD A vPOD B vPOD C vPOD D vPOD D

E j
Centr. Storage
vPOD E

Storage vPOD

Centralized software
defined storage to be

used as a resource by
multiple vPODs /
instances
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Ericsson - Intel cooperation on Rack Scale Design

Full functional, open northbound REST API, Intel RSD optimized HW
RSD/DMTF Redfish compliant » HW disaggregation with SSU storage
» Next level OOB mgmt. with RSD/PSME

Redfish

Ericsson HDS 8000 Command Center CSU 0201 (Compute Sled Unit)

|ntel |
experience
what's inside ERICSSON

Realizing the software-defined infrastructure vision - Driving hyperscale clouds jointly with RSD
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https://www.ericsson.com/digital-services/trending/software-defined-infrastructure



Ericsson SDI key values

Operational

. . Simplified management with one HW pool - multiple vPODs
efficiency

Efficient HW infrastructure management

Fast time

to market Fast software defined setup of new HW infrastructure

CAPEX Ericsson and other vendors’ compute and storage HW options
Reduced management system integration effort
Increased HW utilization with common hardware pool

efficiency

SDI with High availability
telecom Service availability
capability Throughput guarantees
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